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Abstract. This article proposes a supervised approach to evaluate the contribu-
tion of explanatory variables to a clustering. The main idea is to learn to predict
the instance membership to the clusters using each individual variable. All vari-
ables are then sorted with respect to their predictive power, which is measured
using two evaluation criteria, i.e. accuracy (ACC) or Adjusted Rand Index (ARI).
Once the relevant variables which contribute to the clustering discrimination have
been determined, we filter out the redundant ones thanks to a supervised method.
The aim of this work is to help end-users to easily understand a clustering of
high-dimensional data. Experimental results show that our proposed method is
competitive with existing methods from the literature.

1 Introduction

Everyday, huge amounts of data are generated by users via the web, social networks,
etc. Clustering algorithms are a tool of choice to explore these high-dimensional data
sets. However, their use is often hampered by the lack of understandability of the re-
sults. End-users would like to identify the most relevant variables that suffice to explain
the observed clusters, but these are not easily detectable once a clustering has been per-
formed. It is therefore crucial to be able to evaluate the contribution of each descriptive
variable to the clustering process. Indeed, not all variables are relevant to the cluster-
ing: some may be irrelevant, some may be noisy and some may be redundant or (and)
correlated.

The purpose of this study is to find a simple way to assist the analysts in their
interpretation of a clustering result. The idea is to sort variables according to their con-
tribution to a clustering using a supervised approach. The importance of a variable is
evaluated as its power to predict the membership of each object to a cluster. In this pa-
per, we restrict ourselves to an univariate classifiers to obtain an univariate weight for
each variable.

The paper is organized as follows: Section 2 describes briefly some related work.
Then, Section 3 presents the proposed method to score the contribution of variables to
a clustering. This section also presents an alternative method to eliminate redundant
variables among the relevant variables. The experimental results are presented Section
4. Finally, the perspectives and the further research are presented as a conclusion in the
last section.



2 Related work

Recently, the measure of the importance of the variables has been increasingly stud-
ied in the unsupervised learning. The methods proposed in this context can mainly be
divided into two categories: features selection and validation indices.

Features selection methods can be grouped either as wrapper or as filter approaches.
The wrapper approach aims to incorporate the feature selection in the clustering pro-
cess, whereas, the idea of the filter approach is first to pre-select the features and then
to use the selected features in the clutering process. In the unsupervised context, the
wrapper methodology was initially proposed by Brodley in [1].

Inspired by the idea given in [1], Zhu et al. presented in [2] a novel method called
ULAC. This method is essentially based on the analysis of the correlation among the
variables. Moreover, some methods aim at removing the redundancy among variables.
Accordingly, they rely on estimations of mutual information or of correlation ([3],[4],[5]).
Mitra et al. proposed in [3] a method based on a measure of similarity between vari-
ables after elimination of the redundant variables. This measure is defined as the lowest
eigenvalue of the correlation matrix. In [4], Vesanto et al. used a visualization tool
(SOM-based approach) to detect the correlation between features. The same approach
is used by Guerif et al in [5]. The difference between the two approaches is that Guerif et
al. integrate a weight criterion in the SOM algorithm to reduce the effect of redundancy.

Other approaches have been presented to evaluate the clustering performance intro-
ducing criteria such as validation indices which can be adapted to evaluate the variables
importance. Those approaches are divided in two main types: external and internal
[6]. The external approaches exploit the supervised information given by the ID-cluster
(identification given to each discovered cluster that can be subsequently used as a “la-
bel”). Among these approaches, we can cite: Adjusted Rand index [7], F-measure [8]
and MMI [9]. The internal approaches use unsupervised criteria like the inertia. Among
these methods, we can cite: Davies-Bouldin [10], Silhouette [11], Dunn-index [12], SD
[13], XB-index [14], I-index [14] and BIC [15] indices.

3 Contribution

In this section, we propose two supervised approaches which fall within the context of
the external validation indices. These approaches allow an interpretation of the cluster-
ing output based on relevant variables in case where the clsutering does not suffer from
a very bad quality (otherwise there is no sense to interpret the result). In the remainder
of this paper, we call this output (or the clustering result) ‘the reference clustering’. The
first supervised approach consists in measuring the variables importance with respect
to their predictive power regarding the cluster Ids. The second one aims at detecting the
redundant variables.

3.1 Variables importance

The objective of this work is to propose a simple way to identify the most relevant
features from the output of a clustering. In order to retain all variables, we rank the



variables according to their importance without doing a selection. The main idea is to
turn this problem into a supervised classification problem where the cluster member-
ship (ID-cluster) is used as a target class. Then, for each variable, we use a supervised
classification algorithm to predict the ID-cluster. We define the importance of variables
as their power to predict the ID cluster: a variable is relevant only if it is able to predict
correctly the ID cluster obtained from the reference clustering (i.e. clustering using all
variables). To measure the importance of each variable, we use two evaluation criteria:
Accuracy and Adjusted Rand Index:

– Accuracy (ACC) criterion: a variable is considered relevant if the associated accu-
racy value is high.

– Adjusted rand index (or ARI) is a popular cluster validation index proposed by Hu-
bert and Arabie [7]. It can be used to evaluate the performance of the classification
as in [16]. In this work, we calculate the ARI between: (i) the reference cluster-
ing (ii) the predicted membership (ID-cluster) associated to the variable of which
we want to measure the importance. The idea behind this is to compare the refer-
ence clustering with each predictive membership associated to each variable. So, a
variable is important if the associated predictive ID-cluster is highly similar to the
reference clustering, i.e. the ARI value is close to 1.

The algorithm 1 presented below provides a summary of our approach:

Notations:
X: The training database constituted of N examples and d explanatory variables, (Xab is
the value of the variable b for the example a)
M : A supervised classifier
CLU : A clustering algorithm
Mref : The reference clustering model
IdClusters : A vector of the N memberships
R : Ranking of the d explanatory variables

XPRE← preprocessing (X)
Mref ← train (CLU, XPRE)
IdClusters←Membership(XPRE, Mref )
for i=1 to d do

Mi← train (XPRE.i , IdClusters)
ACCi← computeAccuracy (Mi)
ARIi← computeAdjustedRandIndex (Mi)

end
RACC ← sortInDescendingOrder (ACCi, i=1 to d)
RARI ← sortInDescendingOrder (ARIi, i=1 to d)

Algorithm 1: Algorithm for ranking
An interesting measure of importance must allow us to sort variables according

to their relevance in a clustering process and the least influent variables should only
contain little or irrelevant information to create the clusters. Consequently, the quality
of the obtained clustering which is deprived of these variables remains substantially
the same or even slightly better (less noise). In contrast, the removal of an important
variable deprives the algorithm of important information and leads to a poor clustering
result.



To compare our proposed method to other existing methods from the literature, the
curve of the ARI values versus the number of variables used will be plotted. This curve
is obtained as follows:

For each iteration until one reaches the number of variables:

– Eliminate the less relevant variable with respect to the chosen criterion;
– New partition: run the clustering algorithm without this variable;
– Calculate the ARI value between the reference clustering and the new partition.

The review of the results can be visually made by observing the curve evolution (for
example, see Figure 1).

3.2 Redundant variables

Once the variables that are the most informative for the clustering have been identified,
it is important to filter out the redundant ones in order to improve the understandability
of the result. To solve this problem, we propose a supervised approach.

The concept of redundancy is based on the similarity between partitions obtained
using the ”predicted ID-Clusters” (using Algorithm 1) for each variable. The assump-
tion is: Xi and Xj are redundant if they produce similar partitions when considering
their ”predicted ID-Clusters” (using Mi and Mj). A way to measure the similarity be-
tween these two partitions is to use the ARI criterion. For example, the ARI criterion
will be close to 1 when it calculated between two partitions containing same ”predicted
ID-Clusters” or between two partitions containing symetric ”predicted ID-Clusters”.
The resulting algorithm is presented below (see Algorithm 2).

Notations:
X: The training database constituted of N examples and d explanatory variables
M.: d supervised classifier models coming from the Algorithm 1
PredId: A vector of size N of the predicted ID-Cluster for a given explanatory variable
RE: A matrix of size dxd values

XPRE← preprocessing (X)
for i=1 to d do

PredId(d)← PredictionOfTheMembership (Mi, XPRE.i)
end
for all pairs of variable (l, m) do

RE(l,m)← computeAdjustedRandIndex (PredId(l),PredId(m))
end

Algorithm 2: Algorithm for redundant variables

4 Experimental results

4.1 Protocol

To evaluate the behavior of our approach, we have selected 3 different datasets from the
UCI [17]: WINE, PIMA and WAVEFORM datasets. The two first datasets are used to



illustrate the competitiveness of the proposed method to measure the variables impor-
tance comparing to two other methods from the literature. Among these methods, we
decide to use efficient and often used indexes from the literature: Davies-Bouldin [10]
and SD indexes [13]. The last dataset is used to illustrate the behavior of our approach
to detect the redundant variables.

We proceed as follows to evaluate the performance of our approach:

– the pre-processing used is standardization3;
– to obtain the reference clustering, the K-means algorithm [18] has been used where:

• K is equal to the number of target class for each used datasets (as in [19]);
• the method used to initialize the centroids is K-means++ algorithm [20];
• the number of replicates is 25 4.

– a decision tree (CART) [21] has been used to predict the ID-cluster5.

4.2 Variables contribution

The first experimentation to test our approach is made using the WINE dataset which
is constituted of N = 178 sample points described with d = 13 variables and asso-
ciated with three different classes. The ARI obtained between the reference clustering
(using K-means algorithm, where K=3) and the target class is equal to 0.91. Figure 1
presents the evolution of the ARI curve for the three approaches (SD, DB and the su-
pervised approach using ARI or ACC to measure the contribution of variables in the
clustering results) versus the number of variables. The table 1 (left part) presents the
list of the ranked variables (from the most important to the least important) for the three
approaches.

 0.5
 0.55
 0.6

 0.65
 0.7

 0.75
 0.8

 0.85
 0.9

 0.95
 1

 0  2  4  6  8  10  12  14

Number of variables

DT-ACC
DT-ARI

DB
SD

Fig. 1: Evolution of the ARI criterion for
the 4 methods (K=3)

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1  2  3  4  5  6  7  8

Number of variables

DT-ACC
DT-ARI

DB
SD

Fig. 2: Evolution of the ARI criterion for
the four methods (K=2)

3 All the experimentation have been realized using R (http://www.r-project.org/)
and are easily reproducible.

4 The initialization process and the nature of the K-means algorithm does not guarantee to reach
a global minimum. Therefore the algorithm has to be run several times.

5 To evaluate the importance of the variables for the clustering, we need to choose a classifier
which does not modify the representation used to elaborate the reference clustering; i.e the
data after the pre-processing step.



Table 1: Ranking of the variables

Index Wine Pima
DB V7 V6 V10 V1 V12 V13 V9 V8 V4 V5 V3 V2 V11 V8 V2 V1 V3 V6 V5 V4 V7
SD V7 V6 V10 V1 V12 V9 V8 V13 V5 V4 V3 V2 V11 V8 V2 V1 V3 V6 V7 V4 V5
ARI-Tree V7 V13 V12 V1 V10 V6 V11 V2 V9 V4 V8 V5 V3 V8 V2 V1 V3 V5 V6 V4 V7
ACC-Tree V7 V13 V12 V1 V10 V6 V11 V2 V9 V4 V5 V8 V3 V8 V2 V1 V3 V5 V6 V4 V7

The PIMA data dataset contains N = 768 sample points described with d = 8
variables which are associated with two different classes. The ARI obtained between
the reference clustering (using K-means algorithm, where K = 2) and the target class
is equal to 0.11. Table 1 (right part) and Figure 2 present respectively the list of the
ranked variables (from the most important to the least important) and the evolution of
ARI curve for the three approaches (DB, SD and the proposed approach).

The results obtained on PIMA and WINE show that the proposed method is com-
petitive with regards to DB and SD approaches on these two datasets.

4.3 Redundant variables

To test the ability of our approach to detect the redundant variables, we use the WAVE-
FORM dataset. This dataset consists of n = 5000 sample points described with 40
variables and associated with three different classes: only the first 21 variables are real
attributes for this database and most of these are relevant to a classification problem
whereas the last 19 variables are noisy standard centered Gaussian variables (for more
details see [21], page 43 - 49). Figure 3 shows that the proposed method identifies the
irrelevant set of variables W = V 1, V 21− V 37, V 39, V 40. The remaining variables
are all relevant variables for the clustering.

Fig. 3: Evolution of ARI criterion for the three methods (K=3)



To identify the redundant variables, we use the method described in Section 3.2.
Table 2 presents the ARI values calculated between two pairs of relevant variables (the
20 variables identified by the proposed method using the ACC criterion). In this table,
if we consider only the values above 0.96 to focus the attention on the high values
of redundancy. The set of redundant variables is then : R = V 38, V 2, V 20, V 19, V 3.
Finally the set of relevant variables is V = V 4− V 18. These obtained results are
similar to those obtained using RD-MCM selection features method (see [19]). The
ARI value obtained between the predicted ID-cluster using all variables (41 variables)
and the predicted ID-cluster using the relevant variable (18 variables) is equal to 0.935.

Table 2: ARI values between pairs of relevant variables
V7 V15 V8 V14 V16 V6 V13 V12 V17 V9 V5 V10 V4 V18 V11 V3 V19 V20 V2 V38

V7 1,00 0,51 0,42 0,42 0,39 0,41 0,41 0,38 0,37 0,36 0,35 0,34 0,34 0,34 0,32 0,32 0,32 0,32 0,32 0,32
V15 1,00 0,66 0,62 0,59 0,59 0,58 0,54 0,52 0,50 0,49 0,46 0,46 0,46 0,44 0,44 0,44 0,44 0,44 0,44
V8 1,00 0,76 0,72 0,70 0,67 0,62 0,59 0,56 0,54 0,51 0,51 0,51 0,49 0,48 0,48 0,48 0,48 0,48
V14 1,00 0,81 0,78 0,75 0,67 0,62 0,59 0,57 0,54 0,53 0,53 0,51 0,51 0,50 0,51 0,50 0,50
V16 1,00 0,84 0,77 0,71 0,66 0,61 0,60 0,56 0,56 0,56 0,53 0,53 0,52 0,53 0,52 0,52
V6 1,00 0,86 0,75 0,68 0,63 0,62 0,58 0,57 0,58 0,55 0,54 0,54 0,54 0,54 0,54
V13 1,00 0,79 0,72 0,66 0,65 0,60 0,60 0,60 0,58 0,57 0,57 0,57 0,57 0,57
V12 1,00 0,88 0,81 0,78 0,74 0,73 0,73 0,69 0,69 0,68 0,68 0,68 0,68
V17 1,00 0,89 0,84 0,81 0,79 0,79 0,75 0,74 0,74 0,74 0,74 0,74
V9 1,00 0,91 0,86 0,85 0,84 0,80 0,79 0,79 0,79 0,79 0,79
V5 1,00 0,89 0,87 0,86 0,83 0,82 0,81 0,82 0,82 0,82
V10 1,00 0,94 0,91 0,88 0,87 0,86 0,86 0,86 0,86
V4 1,00 0,94 0,89 0,88 0,87 0,87 0,87 0,87
V18 1,00 0,92 0,89 0,88 0,88 0,89 0,88
V11 1,00 0,95 0,93 0,92 0,92 0,92
V3 1,00 0,96 0,95 0,93 0,94
V19 1,00 0,97 0,95 0,96
V20 1,00 0,97 0,97
V2 1,00 1,00
V38 1,00

5 Conclusion

This paper has presented a supervised method to measure the importance of the vari-
ables used in a clustering. This method turned the problem into a supervised classifica-
tion problem to sort variables according to their importance at the end of the clustering
convergence. The experimental results corroborated the competitiveness of the method
comparing to other methods from the literature. It has been incorporated successfully
in the process of marketing service in the french Orange company. Future works will
be done to incorporate the method in the convergence of the clustering algorithm and to
measure the variables importance as a multivariate supervised classification problem.
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